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#### Abstract

Code-based cryptosystems are promising candidates for post-quantum cryptography. Recently, generalized concatenated codes over Gaussian and Eisenstein integers were proposed for those systems. For a channel model with errors of restricted weight, those q-ary codes lead to high error correction capabilities. Hence, these codes achieve high work factors for information set decoding attacks. In this work, we adapt this concept to codes for the weight-one error channel, i.e., a binary channel model where at most one bit-error occurs in each block of $m$ bits. We also propose a low complexity decoding algorithm for the proposed codes. Compared to codes over Gaussian and Eisenstein integers, these codes achieve higher minimum Hamming distances for the dual codes of the inner component codes. This property increases the work factor for a structural attack on concatenated codes leading to higher overall security. For comparable security, the key size for the proposed code construction is significantly smaller than for the classic McEliece scheme based on Goppa codes.
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## I. INTRODUCTION

PUBLIC-KEY cryptographic algorithms are vital for today's cyber security. They are required for key exchange protocols and digital signatures, as in communication standards like Transport Layer Security (TLS), S/MIME, and PGP. Public-key cryptographic algorithms are based on trapdoor functions which are easy to compute in one direction but are difficult to invert. The idea is that the legitimate receiver uses a private key to solve the relatively easy calculation, while an attacker has to solve a sufficiently hard problem.
The most-common public-key cryptosystems nowadays are the Rivest-Shamir-Adleman algorithm and the elliptic curve cryptography, which are based on the intractability of integer factorization and the elliptic curve discrete logarithm problem, respectively. Both problems can be solved in polynomial time using the quantum algorithms presented in [1], [2]. Hence, large-scale quantum computers threaten the security of today's public-key cryptosystems.

Many post-quantum secure public-key cryptographic algorithms were proposed to cope with this issue. One of them is code-based cryptography. Code-based cryptography is based on the problem of decoding random linear codes, which is known to be NP-hard [3]. The most common code-based cryptosystems are the McEliece system [4] and the Niederreiter system [5], which are equivalent regarding their security. For the McEliece system, the public key is a scrambled version of a generator matrix, while the original generator matrix is part of the private key. The sender encrypts a message by encoding it with the public generator matrix and adding a random but correctable error vector. The legitimate receiver knows the original code and therefore can decode this cryptogram efficiently, while an attacker has to decode the cryptogram in a seemingly random linear code.
The best-known attacks on the McEliece and Niederreiter system are based on information set decoding (ISD) [6]. Such attacks were proposed in [7], [8], [9], [10]. Those attacks
search for an error-free information set, which is then used for re-encoding.

The original proposal of the McEliece system was based on binary Goppa codes. But many other code classes were proposed since then, e.g., generalized Reed-Solomon (GRS) codes, Reed-Muller codes, or quasi-cyclic moderate density parity check (QC-MDPC) codes [5], [11], [12]. Structural attacks exists for many of those code classes. These attacks exploit the structure of the code to compute the private generator matrix from the public key [13], [14]. The original McEliece system with binary Goppa codes remains unbroken but requires very large public keys.

Lately, code-based cryptography with restricted error values was investigated [15], [16], [17], [18], [19], [20], [21], [22]. For example, in [17], [19] the hardness of ISD and computational syndrome decoding in the Lee metric were considered. In [15], [20] the applicability of LDPC codes in the Lee metric were analyzed. LDPC codes enable codebased cryptosystems with very short public keys. However, LDPC codes have a non-zero decoding failure rate (DFR) because they are decoded beyond the guaranteed error correction capability. Depending on the application, this may be undesirable. Furthermore, the complexity of LDPC decoders [23] is significantly higher than for comparable decoders for binary Goppa codes [24].

In [22], concatenated codes with inner codes over Gaussian integer fields and outer Reed-Solomon (RS) codes were proposed for the McEliece system. These codes have a high error correction capability if the error values are restricted to Mannheim weight one. For this one-Mannheim error channel, the error correction capability of the concatenated codes exceeds the capability of maximum distance separable (MDS) codes. The complexity for ISD attacks only depends on the number of errors but not on their weight. Hence, the proposed concatenated codes allowed for very high work factors for ISD-based attacks.

On the other hand, in [25] an attack on concatenated codes was proposed, which together with the attack on GRS codes [13] can retrieve the private parity check matrix. In [26], a generalized concatenated (GC) code construction with inner OMEC codes over Gaussian integers and outer RS codes was proposed for the one-Mannheim error channel. GC codes are more robust against the structural attack from [25] than ordinary concatenated codes [27].

In this work, we introduce a new channel model with restricted error values. This weight-one error channel is a binary channel model where at most one bit-error occurs in each block of $m$ bits. Alternatively, this channel can be interpreted as a memoryless channel, where the input and the output symbols are from the binary extension field $\mathbb{F}_{2^{m}}$ and the additive error symbols are limited to the field elements of Hamming weight one. This channel model is similar to the channels for Gaussian and Eisenstein integers which use complex-valued isomorphic representations of prime fields $\mathbb{F}_{p}$ and the error symbols are the roots of unity [21], [26], [28]. Likewise, restrictions of the Lee
weight of the error symbols are considered in [15], [16], [17], [18], [19], [29]. In this work, we propose a slightly different channel model, since we do not limit the value of the errors in the base field, but the number of errors in a vector of base field elements, i.e., the vector representation of an extension field element. We analyze the capacity of this weight-one error channel over $\mathbb{F}_{2^{m}}$ and discuss its application in code based cryptography.

Furthermore, we propose a GC code construction for this weight-one error channel. For the outer codes, we propose RS codes as in [26], which allows for a low complexity erasure decoding. The inner codes are binary Bose-Chaudhuri-Hocquenghem (BCH) codes. While the proposed code construction has a lower work factor against ISD attacks than codes over Gaussian integers, the work factor for the structural attack can be significantly increased leading to higher overall security. This results from the fact that the binary inner codes have dual codes with larger minimum Hamming distance which improves the robustness against structural attacks [27].

We compare the proposed coding scheme with other proposals for the McEliece system [30], [31], [32] in terms of their public key sizes for the same security category in the current NIST standardization process [33]. It is shown in [34] that the GC codes also have advantages concerning the size and speed of hardware implementations of the decoder.

This work is structured as follows. In Section II, we discuss the McEliece cryptosystem, ordinary concatenated codes, and the corresponding structural attack. In Section III, we propose the weight-one error channel and analyze its capacity. The proposed code construction and decoding algorithm are discussed in Section IV, where also some exemplary codes are given. In Section V, we consider the performance for decoding beyond guaranteed error correction capability. We compare our work with other code-based cryptosystems in Section VI and finally conclude this work in Section VII.

## II. PRELIMINARIES

In this section, we briefly review the McEliece cryptosystem and the corresponding attacks.

## A. THE MCELIECE CRYPTOSYSTEM

Consider a linear code $\mathcal{C}(q ; n, k, d)$ of length $n$ over the $q$-ary field $\mathbb{F}_{q}$. The code has dimension $k$, minimum distance $d$, and a $k \times n$ generator matrix $\mathbf{G}$. The code should also enable an efficient decoding algorithm $\phi(\cdot)$. The public key consists of the error correction capability $t$ and a scrambled version of the generator matrix $\mathbf{G}^{\prime}=\mathbf{S G P}$, where $\mathbf{S}$ is a random nonsingular $k \times k$-matrix and $\mathbf{P}$ is a random $n \times n$ permutation matrix. The private key consists of the matrices $\mathbf{S}, \mathbf{G}$, and $\mathbf{P}$.

For encrypting a message $\boldsymbol{u} \in \mathbb{F}_{q}^{k}$, the sender computes

$$
\begin{equation*}
\boldsymbol{c}=\boldsymbol{u} \mathbf{G}^{\prime}+\boldsymbol{e} \tag{1}
\end{equation*}
$$

where $\boldsymbol{e} \in \mathbb{F}_{q}^{n}$ is a random error vector of Hamming weight at most $t$. For decryption, the receiver first inverts the permutation

$$
\begin{equation*}
\boldsymbol{v}=\boldsymbol{c} \mathbf{P}^{-1}=\mathbf{u S G}+\boldsymbol{e} \mathbf{P}^{-1} \tag{2}
\end{equation*}
$$

and then decodes $\boldsymbol{v}$ as $\boldsymbol{u} \mathbf{S}=\phi(\boldsymbol{v})$. Note that the permutation of the error vector does not change its weight, hence the decoding algorithm is able to correct $t$ errors. Finally, the receiver utilizes the inverse scrambling matrix $\mathbf{S}^{-1}$ to obtain the message $\boldsymbol{u}$. Without knowledge of the private key, an attacker needs to decode $t$ errors in a seemingly random linear code which is NP-hard [3].

In [35], a conversion algorithm was proposed which allows omitting the scrambling and instead performs Gaussian elimination to have the public key generator matrix in systematic form. If applicable, this conversion reduces the key size, since only the last $n-k$ columns of the generator matrix need to be part of the public key.

## B. INFORMATION SET DECODING ATTACKS

An equivalent problem to decoding $t$ errors in a random linear code is the computational syndrome decoding (CSD) problem. Consider an $(n-k) \times n$ parity check matrix $\mathbf{H}$, a length $n-k$ syndrome vector $s$, and the error weight $t$. The CSD problem is the problem of finding a length $n$ error vector $\boldsymbol{e}$ such that $\boldsymbol{e} \mathbf{H}^{T}=\boldsymbol{s}$. With the knowledge of the public generator matrix $\mathbf{G}^{\prime}$ and the ciphertext $\boldsymbol{c}=\boldsymbol{m} \mathbf{G}^{\prime}+\boldsymbol{e}$ an attacker can calculate a parity check matrix $\mathbf{H}$ for $\mathbf{G}^{\prime}$ and the syndrome $\boldsymbol{s}=\boldsymbol{c} \mathbf{H}^{T}=\boldsymbol{e} \mathbf{H}^{T}$. A solution $\boldsymbol{e}$ to the CSD problem results in the codeword $\boldsymbol{m} \mathbf{G}^{\prime}$, which allows to calculate the message $\boldsymbol{m}$.

One of the best approaches to the CSD problem is based on information set decoding (ISD). Such attacks were proposed in [6], [7], [8], [9], [10] and were already considered in the original proposal of the McEliece system. In the following, we review the ISD algorithm according to Prange [6].

The basic idea is to test random permutations until a permutation is found that solves the CSD problem. For this search, an attacker picks a random $n \times n$ permutation matrix $\mathbf{P}$ and computes an $n-k \times n-k$ matrix $\mathbf{U}$ such that $\mathbf{H}^{\prime}=$ $\mathbf{U H P}=\left(\mathbf{I}_{n-k}, \widetilde{\mathbf{H}}\right)$ is in systematic form. With the permuted error vector $\boldsymbol{e}^{\prime}=\boldsymbol{e} \mathbf{P}$ and the scrambled syndrome $\boldsymbol{s}^{\prime}=\boldsymbol{s} \mathbf{U}^{T}$, we have the correspondence

$$
\begin{equation*}
e \mathbf{H}^{T}=s \Longleftrightarrow e^{\prime} \mathbf{H}^{\prime T}=s^{\prime} \tag{3}
\end{equation*}
$$

leading to the equivalent CSD problem on $\mathbf{H}^{\prime}=\mathbf{U H P}, \boldsymbol{s}^{\prime}=$ $\boldsymbol{s} \mathbf{U}^{T}$, and error weight $t$.

The desired permutation leads to a permuted error vector having all non-zeros symbols in the first $n-k$ positions. In this case, we have $\boldsymbol{e}^{\prime}=\boldsymbol{e} \mathbf{P}=\left(\boldsymbol{s}^{\prime}, \mathbf{0}_{k}\right)$ due to the structure of $\mathbf{H}^{\prime}$ with the identity matrix in the leftmost $n-k$ columns. Such a case can be detected using the weight of the scrambled syndrome $\boldsymbol{s}^{\prime}=\boldsymbol{s} \mathbf{U}^{T}$. If all non-zero entries in the permuted error vector are in the first $n-k$ positions, the scrambled syndrome $s^{\prime}$ has Hamming weight $t$.

The probability of occurrence $P_{I S D}$ of a successful permutation can be determined as [7]

$$
\begin{equation*}
P_{I S D}=\frac{\binom{n-k}{t}}{\binom{n}{t}} \tag{4}
\end{equation*}
$$

We measure the work factor of ISD in terms of the expected number of iterations until a successful permutation is found, i.e.,

$$
\begin{equation*}
N_{I S D}=\frac{1}{P_{I S D}}=\frac{\binom{n}{t}}{\binom{n-k}{t}} \tag{5}
\end{equation*}
$$

Note that this is only the expected number of iterations and neglects the complexity of each iteration. Hence, the actual complexity of Pranges algorithm is significantly higher.

Many optimizations to this basic approach were proposed [7], [8], [10], [36], [37] which lead to lower overall asymptotic complexity than the algorithm according to Prange [6]. In [38, Table 4] the complexity of such optimized attacks on the Classic McEliece system with the parameters proposed in [30] was investigated. All but one of the attacks show a higher complexity as computed by (5), since we only consider the only the number of iterations and ignore the costs per iteration. The only attack that shows a lower work factor is the method according to [10], denoted as MMT after the authors May, Meurer, and Thomae. On the other hand, this attack requires a memory of about $2^{78}$ bits for the category 1 Classic McEliece parameters.

Similarly, in [39], an optimized ISD attack on the Goppabased McEliece with reduced parameters was implemented. The complexity exponent for this attack is slightly higher than the estimate using (5). For sake of simplicity, we only consider the estimate according to (5) for the security analysis of ISD based attacks.

## C. STRUCTURAL ATTACK ON CONCATENATED CODES

Sendrier presented an attack on concatenated codes in [25]. This attack uses the code structure to reconstruct the private key. In the following, we will shortly review Sendrier's attack. Later on, we discuss its applicability for generalized concatenated (GC) codes [27].

Let us first introduce some definitions and notation according to [25]. An ordinary concatenated (OC) code is constructed of an outer code $\mathcal{A}\left(q^{k_{B}} ; n_{A}, k_{A}, d_{A}\right)$ and an inner code $\mathcal{B}\left(q ; n_{B}, k_{B}, d_{B}\right)$ [40]. The OC code is uniquely defined by the two codes and a mapping $\theta$ from $\mathbb{F}_{q^{k_{B}}}$ to $\mathcal{B}$ [25], i.e., the mapping

$$
\begin{align*}
\Theta: \mathbb{F}_{q^{k_{B}}}^{n_{A}} & \rightarrow \mathcal{B}^{n_{A}}  \tag{6}\\
\left(a_{1}, \ldots, a_{n_{A}}\right) & \rightarrow\left(\theta\left(a_{1}\right), \ldots, \theta\left(a_{n_{A}}\right)\right) \tag{7}
\end{align*}
$$

The resulting OC code has $q^{k_{B}^{k_{A}}}$ codewords. Each codeword of the OC code consists of $n_{A}$ codewords of the code $\mathcal{B}$, i.e., a codeword has $n_{O C}=n_{A} \cdot n_{B} q$-ary symbols.

The support of a vector $\boldsymbol{v}$ is the set of indices of all nonzero elements and is denoted as $\operatorname{supp}(\boldsymbol{v})$. The support of a
set of vectors is the union of supports of all its elements. We denote by $\mathscr{P}(\mathcal{C})$ the set of all minimal support codewords, i.e., the set of all codewords $\boldsymbol{c} \in \mathcal{C}$ fulfilling

$$
\begin{equation*}
\nexists \boldsymbol{c}^{\prime} \in \mathcal{C} \backslash\{\mathbf{0}, \boldsymbol{c}\}: \operatorname{supp}\left(\boldsymbol{c}^{\prime}\right) \subseteq \operatorname{supp}(\boldsymbol{c}) \tag{8}
\end{equation*}
$$

The generator matrix of an OC code has the form

$$
\mathbf{G}_{O C}=\left(\begin{array}{cccc}
a_{1,1} \mathbf{G}_{B} & a_{1,2} \mathbf{G}_{B} & \cdots & a_{1, n_{A}} \mathbf{G}_{B}  \tag{9}\\
a_{2,1} \mathbf{G}_{B} & a_{2,2} \mathbf{G}_{B} & \cdots & a_{2, n_{A}} \mathbf{G}_{B} \\
\vdots & \vdots & \ddots & \vdots \\
a_{k_{A}, 1} \mathbf{G}_{B} & a_{k_{A}, 2} \mathbf{G}_{B} & \cdots & a_{k_{A}, n_{A}} \mathbf{G}_{B}
\end{array}\right)
$$

where each $a_{i, j}$ is an element of $\mathbb{F}_{q}$ and $\mathbf{G}_{B}$ is the generator matrix of the inner code.

We consider only the first step of Sendrier's attack. In this step, an attacker tries to find the support of each inner block $a_{i, j} \mathbf{G}_{B}$. For this, we search for minimal support codewords of the dual code $\mathcal{C}_{O C}^{\perp}$ with minimum Hamming distance $d_{B}^{\perp}$, where $d_{B}^{\perp}$ and $d_{A}^{\perp}$ are the minimum Hamming distances of the dual codes of the inner and outer code, respectively. As shown in [41], each codeword $c \in \mathscr{P}\left(\mathcal{C}_{O C}^{\perp}\right)$ of Hamming weight less than $d_{A}^{\perp}$ has its support included in a single inner block. Hence, by finding such codewords the support of each inner block can be found. The public generator matrix $\mathbf{G}^{\prime}$ can be reordered such that each inner block has its support in adjacent columns.

The problem of finding dual codewords with given weight is equivalent to the CSD problem [8] and is NP-complete [3]. One approach to find such codewords is to randomly generate test patterns of length $n_{O C}$ and weight $d_{B}^{\perp}$. To check if such a test pattern is a codeword of the dual code, we can use the public generator matrix $\mathbf{G}^{\prime}$ as parity check matrix of the dual code. We estimate the success probability $P_{S A}$ of this method in the following proposition.

Proposition 1: Let $d_{B}^{\perp}$ be the minimum Hamming distance of the dual of the inner code and $W_{\mathcal{C}^{\perp}}(\cdot)$ its weight distribution. The probability $P_{S A}$ that a randomly generated pattern of Hamming weight $d_{B}^{\perp}$ is a codeword, is

$$
\begin{equation*}
P_{S A}=\frac{n_{A} \cdot W_{C^{\perp}}\left(d_{B}^{\perp}\right)}{\binom{n_{O C}^{\perp}}{d_{B}^{\perp}} \cdot(q-1)^{d_{B}^{\perp}}}, \tag{10}
\end{equation*}
$$

Proof: The number of codewords of Hamming weight $d_{B}^{\perp}$ is $n_{A} \cdot W_{C^{\perp}}\left(d_{B}^{\perp}\right)$. The total number of $d_{B}^{\perp}$ non-zero positions out of $n_{O C}$ is $\binom{n_{O C}}{d_{B}^{\perp}}$. Each non-zero position can take $q-1$ values, hence the number of such patterns is $\binom{n_{O C}}{d_{B}^{\perp}}(q-1)^{d_{B}^{\perp}}$.
${ }^{W}$ We use the average number of attempts until a successful pattern is found as the work factor $N_{S A}$ for Sendrier's attack, i.e., $N_{S A}=P_{S A}^{-1}$. Note that the actual complexity of this attack is higher, since multiple such codewords are required, and even finding enough codewords only solves the first step. On the other hand, there are alternatives to the other steps [27], but not for the first one. Hence, we use this $N_{S A}$ as an estimate for the complexity of this attack scenario.

## III. THE WEIGHT-ONE ERROR CHANNEL

In [21], [22], [26], [42], channel models with restricted error weights were proposed for Gaussian and Eisenstein integers to increase the error correction capability and therefore the security against ISD attacks. In this work, we consider a similar approach by restricting the Hamming weight of $m$ adjacent bits to weight one.

We investigate the weight-one error (WOE) channel over $\mathbb{F}_{2^{m}}$, which takes blocks of $m$ bits as input and for each block introduces at most one bit error. This channel can be interpreted as a memoryless channel, where the input as well as the output symbols are from the binary extension field $\mathbb{F}_{2^{m}}$ and the additive error symbols are limited to the field elements of Hamming weight one. Given a symbol error probability $\epsilon$, each error symbol is all-zero with probability $1-\epsilon$ and with probability $\epsilon$ one of the $m$ possible error symbols of Hamming weight one occurs. All non-zero error symbols have the have the same probability $\epsilon / m$ of occurring. Next, we analyze the capacity of the WOE channel and discuss its application in code based cryptography.

Proposition 2: The capacity $C$ of the weight-one error channel over $\mathbb{F}_{2^{m}}$ and error probability $\epsilon$ is

$$
\begin{equation*}
C=m+(1-\epsilon) \log _{2}(1-\epsilon)+\epsilon \cdot \log _{2}\left(\frac{\epsilon}{m}\right) \tag{11}
\end{equation*}
$$

Proof: The capacity of a discrete symmetric memory-less channel is

$$
\begin{equation*}
C=\log _{2}(|\mathcal{R}|)-\mathrm{H}(\mathbf{P}) \tag{12}
\end{equation*}
$$

where $|\mathcal{R}|$ is the cardinality of the output alphabet and $\mathrm{H}(\mathbf{P})$ is the entropy of a row of the transition matrix [43]. We interpret the channel with the output alphabet $\mathbb{F}_{2^{m}}$ of cardinality $2^{m}$. Note, that in this case the channel is memory-less. Each row of the transition matrix has $m+1$ non-zero entries. One entry with value $1-\epsilon$ for the case of error-free transition and $m$ entries with value $\frac{\epsilon}{m}$ corresponding to all possible $m$-bit vectors of Hamming weight one. Hence, the entropy is

$$
\begin{align*}
\mathrm{H}(\mathbf{P}) & =-(1-\epsilon) \log _{2}(1-\epsilon)-m\left(\frac{\epsilon}{m} \cdot \log _{2}\left(\frac{\epsilon}{m}\right)\right) \\
& =-(1-\epsilon) \log _{2}(1-\epsilon)-\epsilon \cdot \log _{2}\left(\frac{\epsilon}{m}\right) \tag{13}
\end{align*}
$$

From $|\mathcal{R}|=2^{m}$, (12), and (13) follows (11).
Figure 1 shows the maximum achievable code rate of the proposed channel model versus the channel error probability $\epsilon$ for two different binary extension fields. Note that code rates $R=k / n>1-\epsilon$ are achievable, as shown by the dashed line in Figure 1. This corresponds to $t>n-k$ errors in a received vector of length $n$.

For the application in code-based cryptography, we use relatively short codes to achieve short public keys. With such short codes it is typically not possible to operate close to the channel capacity. However, as shown later on, the codes proposed in this work have a guaranteed error correction capability of $t=n-k$ and therefore are on the dashed line in Figure 1.


FIGURE 1. Capacity of the proposed channel model.

## IV. GENERALIZED CONCATENATED CODE CONSTRUCTION

In this section, we introduce the proposed code construction as well as the decoding of those concatenated codes.

## A. GENERALIZED CONCATENATED CODES

Generalized concatenated (GC) codes are a generalization of OC codes with different outer codes [44], [45]. A GC code is built from $L$ inner codes $\mathcal{B}^{(i)}\left(q ; n_{B}, k_{B}^{(i)}, d_{B}^{(i)}\right), i=0, \ldots, L-1$ and $L$ outer codes $\mathcal{A}^{(i)}\left(q ; n_{A}, k_{A}^{(i)}, d_{A}^{(i)}\right)$. Hence, the ordinary concatenated code is a special case of a GC code with $L=1$. All outer codes have the same length but different dimensions and minimum distances. The inner codes $\mathcal{B}^{(i)}$ are nested, where nested means that a higher level code is a sub-code of its predecessor

$$
\begin{equation*}
\mathcal{B}^{(L-1)} \subset \mathcal{B}^{(L-2)} \subset \ldots \subset \mathcal{B}^{(0)} \tag{14}
\end{equation*}
$$

The higher levels have inner codes with higher error correcting capabilities. The codeword is an $n_{A} \times n_{B}$-matrix over $\mathbb{F}_{q}$. Each column of the codeword matrix is the sum of the $L$ codewords of the nested inner codes.

Figure 2 shows the encoding process of a GC code, where we consider only two outer codes $\mathcal{A}^{(0)}$ and $\mathcal{A}^{(1)}$. The information symbols are split into two vectors $\boldsymbol{u}_{0} \in \mathbb{F}_{q}^{k_{0}}$ and $\boldsymbol{u}_{1} \in \mathbb{F}_{q}^{k_{1}}$. These vectors are encoded to codewords of the two outer codes $\mathcal{A}^{(0)}$ and $\mathcal{A}^{(1)}$ which are then written to the first two rows of the codeword matrix. Afterward, each column of the codeword matrix is processed with the inner codes $\mathcal{B}^{(0)}$ and $\mathcal{B}^{(1)}$.

## B. PROPOSED GC CODE CONSTRUCTION

In the following, we consider a GC code construction, which is optimized for the restriction of the WOE channel. We use outer codes over the extension field $\mathbb{F}_{2^{m}}$, corresponding to


FIGURE 2. Schematic of the GCC encoding process.
the $2^{m}$-ary channel. As inner codes, we consider $L$ nested binary BCH codes. These codes have length $\mathfrak{n}_{B}=m \cdot(L+1)$ and dimensions $\mathfrak{k}_{B}^{(i)}=m \cdot(L-i)$. These codes can also be interpreted as codes over $\mathbb{F}_{2^{m}}$, where the codes have length $n_{B}=L+1$ and dimensions $k_{B}^{(i)}=L-i$. We use the fraktur font to indicate parameters over the base field $\mathbb{F}_{2}$.

With the WOE channel, we have at most $n_{B}=L+1$ bit errors in any inner codeword. We exploit this condition for the code design. This design requires only a single outer code for the protection of the first level. We use inner codes $\mathcal{B}^{(0)}$ with minimum Hamming distance $d_{B}^{(0)} \geq L+3$. This allows to correct one bit error, while any possible error pattern with $2, \ldots, L+1$ errors can be detected by the inner decoder of the first level. The error detection will be used for erasure decoding of the outer code $\mathcal{A}^{(0)}$. For the second level code $\mathcal{B}^{(1)}$, the minimum Hamming distance should be $d_{B}^{(1)} \geq 2 L+3$. This condition guarantees that the decoder for $\mathcal{B}^{(1)}$ can correct any possible error pattern with at most $n_{B}=L+1$ bit errors.

Example 1: Consider $L=2$ and $m=10$. As inner code, we use the shortened binary BCH code $\mathcal{B}^{(0)}(2 ; 30,20,5)$. This code has the subcode $\mathcal{B}^{(1)}(2 ; 30,10,11)$ which is used in the second level. Note that we can consider both codes as codes of length $n_{B}=3$ for transmission of the WOE with $\mathbb{F}_{2^{10}}$. The minimum Hamming distance $d_{B}^{(0)}=L+3=5$ allows correcting two bit errors introduced by the WOE channel. The code $\mathcal{B}^{(1)}(2 ; 30,10,11)$ has minimum distance $d_{B}^{(1)}=11>2 L+3=7$. Hence, this code can correct the maximum number $n_{B}=L+1=3$ of bit errors that can occur with the WOE channel.

For the inner BCH codes, we consider a generator matrix of a special form. For instance, for $L=3$ this form is

$$
\mathbf{G}_{B}=\left(\begin{array}{cccc}
\mathbf{I}_{m} & \mathbf{G}_{0,1} & \mathbf{G}_{0,2} & \mathbf{G}_{0,3}  \tag{15}\\
\mathbf{0}_{m} & \mathbf{I}_{m} & \mathbf{G}_{1,2} & \mathbf{G}_{1,3} \\
\mathbf{0}_{m} & \mathbf{0}_{m} & \mathbf{I}_{m} & \mathbf{G}_{2,3}
\end{array}\right)
$$

where $\mathbf{I}_{m}$ is an $m \times m$-identity matrix, $\mathbf{0}_{m}$ is an $m \times m$ matrix of zeros, and $\mathbf{G}_{i, j}$ are $m \times m$-matrices over $\mathbb{F}_{2} . \mathbf{G}_{B}$ is the generator matrix of $\mathcal{B}^{(0)}$. The generator matrix for $\mathcal{B}^{(1)}$ consists of the first $2 m$ rows of $\mathbf{G}_{B}$, whereas the fist $m$ rows form the generator matrix for $\mathcal{B}^{(2)}$.

The $m$ bits information of an inner code are additionally protected by an outer code over $\mathbb{F}_{2^{m}}$. In this work, we encode
only the first level with an outer code since the second level inner code corrects any possible error patterns introduced by the WOE channel. The outer RS code $\mathcal{A}^{(0)}$ has minimum distance $d_{A}^{(0)}=n_{A}-k_{A}^{(0)}-1$. Choosing a low dimension for the outer RS code leads to high error correction performance. Later on, we discuss the parameter choices in more detail. In the following example, we consider the extreme case of dimension one, i.e., a repetition code as first level outer code.

Example 2: Consider the inner codes from Example 1. As outer code for the first level we consider a repetition code $\mathcal{A}^{(0)}\left(2^{10} ; 80,1,80\right)$, whereas the second level remains uncoded. For encoding, we consider 800 information bits as 80 symbols of $\mathbb{F}_{2^{10}}$, which are written to the first row of the codeword matrix. Another 10 bits (one symbol in $\left.\mathbb{F}_{2^{10}}\right)$ are encoded using the outer code $\mathcal{A}^{(0)}\left(2^{10} ; 80,1,80\right)$. This codeword has length 80 over $\mathbb{F}_{2^{10}}$ and is then stored in the second row of the codeword matrix. Afterward, we interpret each column of two symbols in $\mathbb{F}_{2^{10}}$ as 20 bits, which are encoded using the inner codes $\mathcal{B}^{(0)}(30,20,5)$ and $\mathcal{B}^{(1)}(2 ; 30,10,11)$.

The generator matrix for the inner code for $L=2$ has the form

$$
\mathbf{G}_{B}=\left(\begin{array}{ccc}
\mathbf{I}_{m} & \mathbf{G}_{0,1} & \mathbf{G}_{0,2}  \tag{16}\\
\mathbf{0}_{m} & \mathbf{I}_{m} & \mathbf{G}_{1,2}
\end{array}\right) \in \mathbb{F}_{2}^{(20 \times 30)}
$$

where the first 10 rows correspond to a generator matrix of the code $\mathcal{B}^{(1)}(2 ; 30,10,11)$. Hence, the first 10 information bits are encoded using the subcode. The remaining bits are encoded with $\mathcal{B}^{(0)}(30,20,5)$.

The overall code has length $n=(L+1) \cdot n_{A}=240$ symbols in $\mathbb{F}_{2^{10}}$. The dimension is $k=k_{A}^{(0)}+n_{A}=81$ symbols and therefore the rate is $R=0.3375$. We can also interpret the length and dimension in bits instead of symbols, which we denote by $\mathfrak{n}=\mathfrak{n}_{B} \cdot n_{A}=2400$ bits and $\mathfrak{k}=$ $\left(k_{A}^{(0)}+n_{A}\right) \cdot m=810$ bits.

## C. DECODING

In the following, we present a low complexity decoding algorithm, where the outer decoder only corrects erasures. We assume transmission over the WOE channel, i.e., for each $m$-bit block at most one bit-error can occur.

An inner codeword of length $\mathfrak{n}_{B}=(L+1) \cdot m$ contains at most $n_{B}=(L+1)$ errors. The receiver first decodes the inner BCH codes with minimum Hamming distance at least $L+3$. With this minimum Hamming distance, we could correct $\left\lfloor\frac{L+2}{2}\right\rfloor$ errors. However, to prevent erroneous decoding, we correct only single errors for the inner code $\mathcal{B}^{(0)}$. Hence, the inner decoder is able to detect any error pattern with up to $L+1$ errors, i.e., every possible error pattern introduced by the WOE channel. For two or more error, an erasure is declared by the inner decoder.

For each inner codeword with successful decoding, the first $m(L-1)$ bits are used to re-encode the codeword of inner code $\mathcal{B}^{(1)}$ and subtract it from the received vector. The residual inner codeword has zeros in the first $m(L-1)$
positions, while the next $m$ bits are one code symbol in $\mathbb{F}_{2^{m}}$ from the outer code $\mathcal{A}^{(0)}$.

After decoding all inner codes, the outer RS code $\mathcal{A}^{(0)}$ can be decoded using erasure only decoding, e.g., with the Forney algorithm. This allows to correct $n_{A}-k_{A}^{(0)}$ erasures. If the outer decoding is successful it provides the last $m$ information bits for each inner BCH code. Using those information bits, we can re-encode the codeword for $\mathcal{B}^{(0)}$ using the last $m$ rows of the generator matrix. This codeword is then subtracted from the received vector. The resulting vector is a possibly erroneous codeword of the inner subcode $\mathcal{B}^{(1)}$. The condition $d_{B}^{(1)} \geq 2 L+3$ guarantees that the decoder for $\mathcal{B}^{(1)}$ can correct any possible error pattern with at most $n_{B}=L+1$ bit errors. Hence, the decoding procedure only fails when the number of erasures for the outer RS code exceeds $n_{A}-k_{A}^{(0)}$. This leads to the following proposition.

Proposition 3: Consider a GC code with outer RS code $\mathcal{A}^{(0)}\left(2^{m} ; n_{A}, k_{A}, n_{A}-k_{A}^{(0)}+1\right)$, inner code $\mathcal{B}^{(0)}(m(L+$ 1), $\left.m L, d_{B}^{(0)} \geq L+3\right)$, and $\mathcal{B}^{(1)}\left(m(L+1), m(L-1), d_{B}^{(1)} \geq\right.$ $2 L+3)$. For the WEO channel over $\mathbb{F}_{2^{m}}$, the proposed decoding algorithm corrects any possible error pattern with up to

$$
\begin{equation*}
t=2\left(n_{A}-k_{A}^{(0)}\right)+1 \tag{17}
\end{equation*}
$$

errors.
Proof: The inner codes $\mathcal{B}^{(0)}$ can correct one error and declare an erasure if more than one error occurs. Similarly, the inner codes $\mathcal{B}^{(1)}$ can correct up to $L+1$ errors.

Since the inner subcodes can detect or correct any possible error pattern with up to $L+1$ errors, the decoding only fails if the outer RS decoding fails. The RS decoding fails if the number of erasures exceeds $n_{A}-k_{A}^{(0)}$, because any $k_{A}^{(0)}$ error free positions are sufficient for erasure decoding of RS codes. Each erasure requires at least two errors in an inner codeword. Additionally, all inner codewords with a single error can be corrected. Therefore the guaranteed error correction capability is $t=2\left(n_{A}-k_{A}^{(0)}\right)+1$.
Example 3: Consider the GC code from Example 2. We interpret the codeword as a $30 \times 80$ binary matrix and decode each column in the inner binary BCH code $\mathcal{B}^{(0)}$. Note that each column has only three symbols in $\mathbb{F}_{2^{10}}$ and therefore the proposed channel can add at most three errors. Each column with at most one error is decoded correctly, while an erasure is declared for all other columns.

The first 10 bits of each inner codeword without erasure are the first 10 information bits. We use those bits to reencode the codeword of the subcode $\mathcal{B}^{(1)}$ using the first 10 rows of the generator matrix $\mathbf{G}_{B}$. We subtract the codeword of the subcode from the codeword obtained by decoding $\mathcal{B}^{(0)}$. This results again in a codeword of $\mathcal{B}^{(0)}$. Due to the structure of the generator matrix (16), this codeword has only zeros in the first 10 bit positions, the next 10 bits are the code bits of the outer code and are passed to the outer decoder as one symbol of $\mathbb{F}_{2}^{10}$.


FIGURE 3. $\boldsymbol{N}_{I S D}$ over code rate for $\mathbb{F}_{\mathbf{2} \mathbf{2 1}}$ code with $L=\mathbf{4}$ and $\boldsymbol{n}=\mathbf{2 7 0}$.
The outer RS decoder is able to correct up to $n_{A}-k_{A}^{(0)}$ erasures. In this example, we used an outer repetition code. Hence, the outer codeword can be determined by any code symbol. Note that no decoding error is possible in the inner decoder, hence this produces the correct outer codeword as long as the number of erasures is at most $n_{A}-1$.

To determine the inner codewords for the erasure positions, use the outer code symbols and re-encode them to an inner codeword from $\mathcal{B}^{(0)}$ using the last 10 rows of the generator matrix $\mathbf{G}_{B}$. Subtracting this codeword from the inner received vector results in a codeword in the subcode $\mathcal{B}^{(1)}$ with up to three errors. Since the subcode has minimum distance 11, we are able to correct all possible error patterns.

## D. CODE EXAMPLES

Table 1 shows some examples for GC codes for the WOE channel. Given are the parameters $L$ and $m$, the parameters of the inner code and its subcode, and the parameters of the GC code. We present the work factor $N_{I S D}$ for information set decoding attacks as well as the key size and the work factor $N_{S A}$ for the structural attack on concatenated codes as discussed in Section II-C.

Given the parameters $L$ and $m$ of the GC code, we found the inner BCH codes by testing combinations of cyclotomic cosets to find a primitive BCH code of length $(L+1) \cdot m+\delta$ and dimension $L \cdot m+\delta$ with a subcode of dimension $(L-$ 1) $\cdot m+\delta$. If the minimum distances of these codes are sufficient, we shorten them by $\delta$ to get the inner codes for the proposed scheme.

The code rate for these codes is always slightly above $\frac{L-1}{L+1}$ because the outer code $\mathcal{A}^{(0)}$ has dimension 1 and the other outer levels are uncoded. All codes in Table 1 have a guaranteed error correction capability of $t=n-k$. A higher dimension for $\mathcal{A}^{(0)}$ leads to a lower error correction capability and a higher key size as shown in Figure 3. Lowering the code rate of the other outer codes leads to a lower overall code rate without increasing the error correction capability.

The work factor for finding a minimum-weight codeword in the dual code mainly depends on the minimum distance
of the dual of the inner code $\mathcal{B}^{(0)}$. This minimum distance increases with the inner code length and inner code rate. $L$ is the parameter that has the highest impact on $N_{S A}$ because the length of the inner code is $(L+1) m$ and its rate is $\frac{L}{L+1}$. The minimum distances and weight distributions, required for the work factors of the structural attack, were found by computing all codewords of the dual code.

The overall security is bounded by the lowest work factor for the known attacks. Hence, a higher work factor for ISD attacks than for the structural attack has no advantage. Figure 4 shows the work factors $N_{I S D}$ and $N_{S A}$ over the outer code length $n_{A}$. The key size is given over the outer code length on the right $y$-axis. Those plots show that increasing the outer code length over the intersection of the two work factors has only a minor effect on the overall security. On the other hand, the key size grows quadratically with the code length. Hence, we choose the code length such that the two work factors are balanced. An example for this choice is code 4 in Table 1, which is nearly balanced. Codes 1 to 3 have higher outer code lengths which require key sizes up to 320 kbit. These codes have much higher work factors against ISD attacks. However, the overall security is at most $2^{89}$. For code 4 on the other hand, the work factors are nearly balanced at $2^{95}$ and the key size is only about 131 kbit .

Considering the proposed channel model, one may expect that ISD based attacks can exploit the structure of the channel error values, i.e., the knowledge that each $m$-bit block contains at most one error. In [46], such an attack was analyzed, which assumes that the exact Hamming weight for each error block is known due to side-channel information. Since each block has at most one error there are $t$ erroneous blocks and $n-t$ error free blocks. For $k_{A}^{(0)}=1$, we have $t=n-k$ and there are $n-t=k$ error free blocks, which form an information set. Hence, given the exact Hamming weight of each error block an attacker can easily retrieve the message.

On the other hand, without side-channel information, one would need to guess the weight of each block. Each block contains at most one error and therefore the vector of the weights is a length $n$ binary vector of Hamming weight $t$. Guessing such a vector at random has a success probability of $\binom{n}{t}^{-1}$. For $t=n-k$, the probability of guessing the correct error weights is equal to the probability of success for the ISD algorithm according to (5).

## E. DECODING COMPLEXITY

To analyze the complexity of the decoding, we only consider the special case $k_{A}^{(0)}=1$. We approximate the complexity with respect to the number of finite field multiplications (FFMs), since addition in binary extension fields requires only bit-wise exclusive or gates and no field inverse is required for decoding.

Note, that the outer decoding is an erasure decoding of a code of dimension one and requires at most $n_{A}$ field multiplications for re-encoding. Hence, the complexity is dominated by the inner BCH decoding. Decoding of the

TABLE 1. Examples for GC codes for the WOE channel.

|  | parameters |  |  | $\mathcal{B}$ |  |  | $\mathcal{A}$ | exemplary GC code |  |  |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | field | $L$ | $m$ | $\mathfrak{n}_{B}$ | $d_{\mathcal{B}}$ | $d_{\mathcal{B}(1)}$ | $n_{A}$ | $n$ | $\mathfrak{n}$ | $R$ | $t$ | $N_{I S D}$ | key size | $d_{\mathcal{B} \perp}$ | $W_{C} \perp\left(d_{B}^{\perp}\right)$ | $N_{S A}$ |  |
| 1 | $\mathbb{F}_{2^{10}}$ | 2 | 10 | 30 | $\geq 5$ | $\geq 11$ | 80 | 240 | 2400 | 0.34 | 159 | $2^{217}$ | 190 kbit | 11 | 120 | $2^{85}$ |  |
| 2 | $\mathbb{F}_{2^{10}}$ | 2 | 10 | 30 | $\geq 5$ | $\geq 11$ | 94 | 282 | 2820 | 0.34 | 187 | $2^{255}$ | 262 kbit | 11 | 120 | $2^{87}$ |  |
| 3 | $\mathbb{F}_{2^{10}}$ | 2 | 10 | 30 | $\geq 5$ | $\geq 11$ | 104 | 312 | 3120 | 0.34 | 207 | $2^{283}$ | 320 kbit | 11 | 120 | $2^{89}$ |  |
| 4 | $\mathbb{F}_{2^{15}}$ | 3 | 15 | 60 | $\geq 6$ | $\geq 12$ | 40 | 160 | 2400 | 0.51 | 79 | $2^{156}$ | 190 kbit | 16 | 3 | $2^{128}$ |  |
| 5 | $\mathbb{F}_{2^{21}}$ | 3 | 21 | 84 | $\geq 7$ | $\geq 13$ | 48 | 192 | 4032 | 0.51 | 95 | $2^{188}$ | 382 kbit | 22 | 3 | $2^{186}$ |  |
| 6 | $\mathbb{F}_{2^{21}}$ | 4 | 21 | 105 | $\geq 7$ | $\geq 13$ | 55 | 275 | 5775 | 0.6 | 109 | $2^{262}$ | 936 kbit | 31 | 8 | $2^{266}$ |  |
| 7 | $\mathbb{F}_{2^{21}}$ | 4 | 21 | 105 | $\geq 7$ | $\geq 13$ | 54 | 270 | 5670 | 0.6 | 107 | $2^{257}$ | 903 kbit | 31 | 8 | $2^{265}$ |  |
| 8 | $\mathbb{F}_{2^{30}}$ | 4 | 30 | 150 | $\geq 7$ | $\geq 13$ | 81 | 405 | 12150 | 0.6 | 161 | $2^{388}$ | 2895 kbit | 41 |  | 1 | $2^{385}$ |



FIGURE 4. Work factor over outer length for different codes.
inner BCH codes is done in three steps: syndrome calculation, Berlekamp-Massey algorithm (BMA), and Chien search. The field multiplications for the syndrome calculation can be neglected because the received vector is binary. The BMA according to [47] requires $2 t_{B}^{2}+2 t_{B}$ FFMs and the Chien search requires $\mathfrak{n}_{B} t_{B}$ FFMs [48].

We have $n_{A}$ inner BCH codes, where each code is decoded at most twice. The first round of inner decoding can stop as soon as one inner code is decoded without an erasure. In the second round, we have to decode all inner codes with erasures in the first round. But we consider the worst case, where all inner codes are decoded twice. Similarly, the complexity of the inner decoding operations vary from level to level. The decoding in the first level corrects one error and needs to detect up to $L+1$ errors, whereas the decoding in the second level has to correct up to $t_{B}=L+1$ errors. For simplicity, we consider the complexity of the more complex
second level. This leads us to an upper bound for the overall number of FFMs $N_{F F M}$ required for the BMA and the Chien search

$$
\begin{aligned}
N_{F F M} & \leq 2 n_{A}\left(2 t_{B}^{2}+2 t_{B}+\mathfrak{n}_{B} t_{B}\right) \\
& =4 \mathfrak{n} \frac{\left(t_{B}^{2}+t_{B}\right)}{\mathfrak{n}_{B}}+2 \mathfrak{n} t_{B}
\end{aligned}
$$

Substituting $t_{B}=(L+1)$ and $\mathfrak{n}_{B}=m(L+1)$ according to the proposed code construction, we get

$$
\begin{aligned}
N_{F F M} & \leq 4 \mathfrak{n} \frac{\left((L+1)^{2}+(L+1)\right)}{m(L+1)}+2 \mathfrak{n}(L+1) \\
& =4 \mathfrak{n} \frac{(L+2)}{m}+2 \mathfrak{n}(L+1) \\
& =\mathfrak{n}\left(\frac{4}{m}(L+2)+2(L+1)\right)
\end{aligned}
$$

Hence, for a constant number of levels $L$ the complexity of the decoding grows only linearly with the binary length $\mathfrak{n}$, i.e., the complexity is of order $\mathcal{O}(\mathfrak{n})$.

Furthermore, the FFMs are in the field $\mathbb{F}_{2^{\tilde{m}}}$ of the inner BCH codes. The value $\tilde{m}$ is in the order of $\log _{2}\left(\mathfrak{n}_{B}+1\right)$ and we have $\widetilde{m}=9$ for the largest code in Table 1. Hence, these fields are significantly smaller than the fields over which the outer codes are defined ( $m=30$ for the largest code). In case of higher dimensions $k_{A}^{(0)}$ of the outer code $\mathcal{A}^{(0)}$, one would require additional arithmetic in this larger field, which could lead to a significantly higher decoding complexity.

## V. DECODING BEYOND GUARANTEED ERROR CORRECTION CAPABILITY

Proposition 3 shows that the proposed decoding method guarantees an error correction capability of $t=2\left(n_{A}-k_{A}^{(0)}\right)+1$. On the other hand, many error patterns with more than $t$ errors are correctable. Consider the case for $t$ errors where $n_{A}-k_{A}^{(0)}$ inner codewords have 2 errors leading to an erasure and one other inner codeword has a single error which can be corrected. Now, an additional error only leads to a decoding failure if this error is introduced in the codeword with a single error. In all other cases, the proposed decoding method still produces the correct codeword.

Let us consider the maximum number of errors that may be corrected depending on the error positions. The outer decoder corrects up to $n_{A}-k_{A}^{(0)}$ erasures, where each inner codeword producing an erasure may have up to $L+1$ errors. Furthermore, each other inner codeword may have one error without producing an erasure. Hence, the maximum possible number of decodable errors is

$$
\begin{equation*}
t_{\max }=(L+1)\left(n_{A}-k_{A}^{(0)}\right)+k_{A}^{(0)} \tag{18}
\end{equation*}
$$

Introducing more than $t$ errors of course leads to a nonzero decoding failure rate (DFR), as is inherent for some code based cryptosystems [12], [31], [49]. This non-zero DFR may lead to security problems, depending on the application, but increases the work factor for ISD based attacks.

A decoding failure occurs when the number of erasures exceeds $n_{A}-k_{A}^{(0)}$. Given the code parameters $L, n_{A}, k_{A}^{(0)}$, and the channel error probability $\epsilon$, the probability $P_{D F}$ of a decoding failure can be calculated for the WOE channel as

$$
\begin{equation*}
P_{D F}=\sum_{j=n_{A}-k_{A}^{(0)}+1}^{n_{A}}\binom{n_{A}}{j} P_{E}^{j}\left(1-P_{E}\right)^{n_{A}-j} \tag{19}
\end{equation*}
$$

where $P_{E}$ is the erasure probability in the inner decoder. For two or more symbol errors in an inner codeword, an erasure occurs. For the WOE channel, we have

$$
\begin{equation*}
P_{E}=\sum_{j=2}^{L+1}\binom{L+1}{j} \epsilon^{j}(1-\epsilon)^{L+1-j} \tag{20}
\end{equation*}
$$



FIGURE 5. Comparison of MDS code with BMD decoding with proposed GC code and decoding for $L=4, m=21$, and $n_{A}=54$.


FIGURE 6. Simulated DFR over a fixed number of errors for $L=4, m=21$, and $n_{A}=54$.

Figure 5 shows the DFR over the channel error probability $\epsilon$ of the WOE channel in comparison to the DFR of a maximum distance separable (MDS) code with bounded minimum distance (BMD) decoding. Also shown is the probability that more than $t$ errors occur. As can be seen the proposed codes have a significant gain over MDS codes and the proposed decoding method can typically correct much more than $t$ errors.
Figure 6 shows the simulated DFR over a fixed number of errors. For this simulation, we draw binary error patterns of size $\mathfrak{n}_{B} \times n_{A}$ and weight $w t(\boldsymbol{e})$ uniformly at random. We evaluated up to $10^{9}$ such error patterns for each error weight and counted the number of uncorrectable error patterns. Any column with at least 2 errors leads to an erasure in the BCH decoding. If the number of erasures exceeds $n_{A}-k_{A}^{(0)}$ a decoding failure occurs in the outer decoding. The $x$-axis in Figure 6 starts at $t$ errors. It can be seen that for a DFR up to $10^{-7}$ at least 28 additional errors can occur compared to the guaranteed error correction capability.

Note that the proposed codes all have $t=n-k$, hence, increasing the number of errors leads to more than $n-k$ errors. In this case, the ISD algorithm proposed by Prange [6] is not applicable, since this method searches for $k$ error free

TABLE 2. Comparison with other code-based cryptosystems.

| ref | failures | code family | parameters | category | $N_{I S D}$ | $N_{S A}$ | key size [kByte] |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $[26]$ | no | GCC | $\mathcal{G}_{157}, n=312$ |  | $2^{283}$ | $2^{30}$ | 33 |
| $[30]$ | no | Goppa | 348864 | I (AES128) | $2^{143}$ |  | 255 |
| $[31]$ | yes | QC-MDPC | $12323,142,134$ | I (AES128) | $2^{135}$ |  | 1.5 |
| prop. | no | GCC | $\mathbb{F}_{2^{15}}, L=3, n_{A}=40$ | I (AES128) | $2^{156}$ | $2^{128}$ | 24 |
| $[30]$ | no | Goppa | 460896 | III (AES192) | $2^{185}$ |  | 512 |
| $[31]$ | yes | QC-MDPC | $24659,206,199$ | III (AES192) | $2^{200}$ |  | 3 |
| $[32]$ | no | GRS | $1282,1146,68$ | III (AES192) | $2^{180}$ |  | 393 |
| prop. | no | GCC | $\mathbb{F}_{2^{21}}, L=3, n_{A}=59$ | III (AES192) | $2^{232}$ | $2^{193}$ | 72 |
| $[30]$ | no | Goppa | 6688128 | V (AES256) | $2^{262}$ |  | 1021 |
| $[31]$ | yes | QC-MDPC | $40973,274,264$ | V (AES256) | $2^{265}$ |  | 5 |
| $[32]$ | no | GRS | $1950,1754,98$ | V (AES256) | $2^{260}$ |  | 917 |
| prop. | no | GCC | $\mathbb{F}_{2^{21}}, L=4, n_{A}=54$ | V (AES256) | $2^{257}$ | $2^{265}$ | 113 |

positions. Hence, also our approximation for the complexity of ISD attacks (5) cannot directly be applied.

## VI. COMPARISON WITH OTHER CODE-BASED CRYPTOSYSTEMS

Table 2 presents some codes for comparison with other code-based cryptosystems. The table shows the work factor $N_{I S D}$ for ISD attacks calculated according to (5). Additionally, the work factor $N_{S A}$ for finding minimumweight dual codewords for GC codes as well as the key size are presented. The security level is determined according to the categories in the NIST standardization process [33]. The proposed codes are compared to GC codes over Gaussian integers [21]. We also consider the cryptosystems in [30], [32], and [31]. These systems are compared with respect to the public key size for the same security category. Furthermore, we discuss the decoding complexity for these coding schemes.

For the key sizes of the proposed McEliece scheme, the complete generator matrix is taken into account, i.e., $n \cdot k \cdot m$ bits. The key sizes could be reduced to $(n-k) \cdot k \cdot m$ bits using the conversion algorithm in [35]. On the other hand, the Classic McEliece system from [30] is a Niederreiter scheme, where the public key is $(n-k) \cdot k$ bits. For the QC-MDPC based BIKE scheme [31], the key size is even further reduced due to the quasi cyclic code structure. For the scheme proposed in [32] the public key requires an additional matrix, leading to a larger key size.

We first compare the proposed GC codes to the GC codes over Gaussian integers. The inner codes over Gaussian or Einstein integers allow for a very high error correction capability. This leads to a high work factor for information set decoding at a relatively short public key size. On the other hand, the dual of the short inner code has a low minimum Hamming distance. Hence, the work factor for finding minimum-weight dual codewords is quite low. For instance, consider the codes over $\mathcal{G}_{157}$ and $\mathbb{F}_{2^{15}}$ with comparable key sizes. The GC code over Gaussian integers achieves a much higher work factor $N_{I S D}$. However, this code is less robust against structural attacks.

Next, we compare the proposed GC codes to the classic McEliece key encapsulation mechanism (KEM) [30], which is among the finalists for NIST standardization. The proposed GC code construction has a significant advantage over Goppa codes reducing the key size by a factor of 7 to 10 , respectively.

The scheme proposed in [32] is based on generalized Reed-Solomon (GRS) codes. It differs slightly from the usual McEliece scheme to cope with structural attacks on these codes. In comparison to this scheme the proposed GC codes reduce the key size by a factor of 5 and 9 , respectively.

We also compare the proposed design to another NIST candidate, the BIKE KEM. This scheme is based on quasicyclic moderate density parity check (QC-MDPC) codes. This allows for extremely small public keys. However, depending on the application the non-zero DFR of this scheme may be problematic. On the other hand, we consider only the security for the guaranteed error correction capability of the GC codes, where no decoding failures occur.

As shown in Section IV-E, the complexity of the proposed decoding grows linearly with the code length. For cyclic codes, such as the Goppa codes from [30] or the GRS codes from [32] the decoding complexity is at least $\mathcal{O}(n \log (n))$ [50]. Note that the code length of the proposed GC codes is significantly shorter than for the QC-MDPCbased system from [31] with the same security category. The QC-MDPC-based systems have significantly higher decoding complexity. This was shown in [34], where an FPGA implementation of the proposed decoding method was presented. A comparison to the QC-MDPC decoder from [23] showed that the proposed GC decoder is three times faster and requires less than $1 \%$ of the logic of the QC-MDPC decoder for the same security category. Similarly, the GC decoder outperforms the decoder for binary Goppa codes from [24] for the same security level. In [24], several implementations were proposed, where the one with the lowest area requirements needs about 2.5 times more logic and the number of clock cycles is about 8 times higher compared to the GC decoder.

As shown in Section V, the proposed decoding can correct more than $t$ errors. This allows to reduce the public key
size for the same security level. However, this scheme is not able to compete with the QC-MDPC based BIKE KEM with respect to key size.

## VII. CONCLUSION

In this work, we have introduced the weight-one error channel for code-based cryptosystems. Moreover, we have proposed a code construction for this channel based on generalized concatenated codes. These codes enable a low complexity decoding algorithm which is based on the decoding of BCH codes with low error-correcting capabilities [51]. Using the proposed channel model, all proposed GC codes have an error correction capability of $t=n-k$ which leads to a high security against ISD attacks. We showed that the proposed decoding scheme can typically correct significantly more errors than the guaranteed error correction capability. Hence, we may increase the number of errors without changing the decoder at the price of a non-zero DFR.
Additionally, we have investigated the work factor for the structural attack on concatenated codes proposed by Sendrier [25]. The complexity of the search for minimumweight codewords of the dual code depends mainly on the minimum Hamming distances for the dual code of the first level inner component code. Compared to codes over Gaussian and Eisenstein integers [21], the binary inner codes achieve higher minimum Hamming distances for the dual codes. This increases the work factor for Sendrier's attack leading to higher overall security.
Finally, we have compared the proposed code construction with the classic McEliece KEM system from [30] and the BIKE scheme [31], which are candidates in the NIST standardization. The proposed codes reduce the public key size by a factor 5.5 to 10.6 in comparison to the schemes in [30], [32] which do not introduce decoding failures. In comparison to the BIKE scheme, the key size of the proposed codes is still relatively high. On the other hand, the BIKE scheme introduces decoding failures, which allow only for ephemeral keys. Furthermore, the QC-MDPC decoding is complex.
In [34], an FPGA implementation of a GC decoder is presented and compared to hardware decoders for binary Goppa codes as well as QC-MDPC codes. This implementation shows, that the proposed GC codes allow for a very efficient decoding, which significantly reduces the area and time requirements in comparison to the decoder for Goppa codes. Compared to the bit-flipping decoder for the QC-MDPC codes proposed in [31], the gain is even more pronounced, due to the complex iterative decoding of long QC-MDPC codes.
For comparable security, the key size for the proposed code construction is significantly smaller than for the classic McEliece scheme. On the other hand, the Goppa codes proposed for classic McEliece were already proposed by McEliece in 1978 and are believed to be secure because no structural attack on them is known.

A Niederreiter system or the use of the conversion proposed in [35] may reduce the public key size by a factor equal to the code rate, i.e., 0.34 to 0.6 . An investigation of the applicability of the proposed decoding scheme for a Niederreiter system is subject to future work. Moreover, an analysis of the security when increasing the number of errors beyond the guaranteed error correction capability would be an interesting topic for further research.
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